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Plan

1. From language models to contextual word representations
2. Transformers and BERT
3. What does BERT know? Observational evidence
4. What does BERT know? Experimental evidence
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1. Language Modeling
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A Language Model (LM) predicts a word in a context

For a word sequence 𝑥(#), 𝑥(&), … , 𝑥 ( ,  it gives the probability of 𝑥(()#):

𝑃(𝑥 ()# |𝑥 ( , … , 𝑥 # )
An LM is a key part of decoding tasks like speech recognition, spelling correction, and any 
NL generation task, including machine translation, summarization, and story generation

exams
minds

laptops
books

the students opened their ______



LMs in The Dark Ages: n-gram models
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Count how often words follow word sequences; divide to get cond. prob. 
Classic curse of dimensionality scenario: zillions of params

Markov assumption: 
𝑃(𝑥 ()# |President Trump denied the) ≈ 𝑃(𝑥 ()# |denied the)

Discounting/Smoothing

Mixture/Backoff
𝑃:; 𝑥 < 𝑥 & , 𝑥 # ≈ 𝜆𝑃 𝑥 < 𝑥 & , 𝑥 # + (1 − 𝜆)𝑃 𝑥 < 𝑥 &



How much of the intricate structure of human 
languages do these language models know?

• (Passionately argued!) answer of linguists: almost none
• Though they know quite a bit of simple world knowledge
• The ship {sailed, sank, anchored, …}

• And, in an unaggregated way, they know some low-level syntax
• They know you tend to get sequences like:
• preposition – article – noun
• article – adjective – noun 

• But they don’t know the concept “noun” or sentence structure rules

5



Capturing conventional linguistics in NLP
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Enlightenment era neural language models (NLMs)
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1. Solve curse of dimensionality by sharing of statistical strength via 
dense, low-dimensionality word vectors 𝑣#, 𝑣&, … , 𝑣B [Bengio, Ducharme, 
Vincent & Jauvin JMLR 2003], etc.: 

𝑃 𝑥 ()# 𝑥 ( , 𝑥 (C# = softmax(FFNN(𝑣 ( , 𝑣 (C# ))

2. Solve failure to exploit long contexts via recurrent NNs
First, simple RNNs, soon usually LSTMs [Zaremba et al. 2014]

the same stump which had impaled the car of many a guest
in the past thirty years and which he refused to have removed

𝑃 𝑥 ()# 𝑥 K( = LSTM(ℎ ( , 𝑥 ( )



A RNN Language Model

the students opened theirwords / one-hot vectors 

books
laptops

word embeddings 

a zoo

output distribution 

hidden states 

is the initial hidden state
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Contextual word representations

the students opened theirwords / one-hot vectors 

books
laptops

word embeddings 

a zoo

output distribution 

hidden states 

is the initial hidden state
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Representing words by their context
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• Distributional semantics: A word’s meaning is given
by the words that frequently appear close-by

• “You shall know a word by the company it keeps” (J. R. Firth 1957: 11)

• One of the most successful ideas of modern statistical NLP!

• When a word w appears in a text, its context is the set of words that appear nearby 
(within a fixed-size window).

• Use the many contexts of w to build up a representation of w

…government debt problems turning into banking crises as happened in 2009…
…saying that Europe needs unified banking regulation to replace the hodgepodge…

…India has just given its banking system a shot in the arm…

These context words will represent banking via a reconstruction loss



Word meaning
• I broke the vase. 
• Dawn broke. 
• He broke the silence.
• The news broke.
• The machine broke.
• Sandy broke the world record. 
• Sandy broke the law. 
• The burglar broke into the house.
• The newscaster broke into the movie broadcast. 
• We broke even. 
12 Based on an example of Chris Potts



ELMo
Oct 2017
Training:
800M words
42 GPU days

2. Let’s scale it up!

BERT
Oct 2018
Training
3.3B words
256 TPU days
~320–560 GPU 
days

GPT-2
Feb 2019
Training
40B words
~2048 TPU v3 days 
according to a 
reddit thread

GPT
June 2018
Training
800M words
240 GPU days
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XL-Net,
ERNIE,
Grover
RoBERTa, …
July 2019  on

https://www.reddit.com/r/MachineLearning/comments/aqlzde/r_openai_better_language_models_and_their/


GPT-2 language model (cherry-picked) output
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SYSTEM PROMPT 
(HUMAN-WRITTEN)

MODEL COMPLETION 
(MACHINE-WRITTEN, 
10 TRIES)

A  train carriage containing controlled nuclear materials was stolen in 
Cincinnati today. Its whereabouts are unknown.

The incident occurred on the downtown train line, which runs from 
Covington and Ashland stations.
In an email to Ohio news outlets, the U.S. Department of Energy said it 
is working with the Federal Railroad Administration to find the thief.
“The theft of this nuclear material will have significant negative 
consequences on public and environmental health, our workforce and 
the economy of our nation,” said Tom Hicks, the U.S. Energy 
Secretary, in a statement. “Our top priority is to secure the theft and 
ensure it doesn’t happen again.”
The stolen material was taken from the University of Cincinnati’s 
Research Triangle Park nuclear research site, according to a news 
release from Department officials.
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All of these models are Transformer models

ELMo
Oct 2017
Training:
800M words
42 GPU days

Transformer models

BERT
Oct 2018
Training
3.3B words
256 TPU days
~320–560 GPU 
days

GPT-2
Feb 2019
Training
40B words
~2048 TPU v3 days 
according to a 
reddit thread

GPT
June 2018
Training
800M words
240 GPU days

16

XL-Net,
ERNIE,
Grover
RoBERTa, …
July 2019

https://www.reddit.com/r/MachineLearning/comments/aqlzde/r_openai_better_language_models_and_their/


Recurrent models with (self-)attention
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Bilinear attention



Transformer (Vaswani et al. 2017)
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https://arxiv.org/pdf/1706.03762.pdf
• Non-recurrent sequence model

(or sequence-to-sequence model) 
• A deep model with a sequence of attention-

based transformer blocks
• Depth allows a certain amount of lateral 

information transfer in understanding 
sentences, in slightly unclear ways

• Final cost/error function is standard cross-
entropy error on top of a softmax classifier

12x

Softmax



BERT: Devlin, Chang, Lee, Toutanova (2018)

BERT (Bidirectional Encoder Representations from Transformers):
Pre-training of Deep Bidirectional Transformers for Language 
Understanding, which is then fine-tuned for a particular task

Pre-training uses a cloze task formulation where 15% of words are 
masked out and predicted:

store                    gallon 
↑                             ↑

the man went to the [MASK] to buy a [MASK] of milk
19



Self-attention in masked sequence model
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We get the attention scores 𝑒( for step t

We take softmax to get the attention 
(prob.) distribution 𝛼( for step t

We use 𝛼( to take weighted sum of the 
hidden states to get attention output 

Finally we join (sum or concatenate) the 
attention output 𝑎( with the decoder 
hidden state 𝑠( and proceed in model
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Multi-head (self) attention
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With simple self-attention: Only one way for a word to interact with others

Solution: Multi-head attention

Map input into ℎ = 12 many lower 
dimensional spaces via 𝑊Y matrices

Then apply attention, then concatenate 
outputs and pipe through linear layer

Multihead 𝑥[ ( = Concat(ℎ𝑒𝑎𝑑_)𝑊`

ℎ𝑒𝑎𝑑_ = Attention(𝑥[ ( 𝑊_b, 𝑥[ ( 𝑊_B, 𝑥[ ( 𝑊_c)

So attention is like bilinear: 𝑥[ ( (𝑊_
b(𝑊_B)d)𝑥[(e) 𝑥[(()

𝑥[)#(()



BERT model

Pre-train contextual word vectors in a LM-like way with transformers
Learn a classifier built on the top layer for each task that you fine tune for
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SQuAD Question 
Answering 
leaderboard 2017-02-07
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Super Bowl 50 was an American football game to 
determine the champion of the National Football 
League (NFL) for the 2015 season. The American 
Football Conference (AFC) champion Denver Broncos 
defeated the National Football Conference (NFC) 
champion Carolina Panthers 24–10 to earn their third 
Super Bowl title. The game was played on February 7, 
2016, at Levi's Stadium in the San Francisco Bay Area 
at Santa Clara, California.

Question:Which team won Super Bowl 50?

Passage

System F1
Human performance 91.2

r-net (MSR Asia) 
[Wang et al., ACL 2017] 79.7

DrQA (Chen et al. 2017) 79.4
Multi-Perspective Matching 

(IBM) 78.7

BiDAF
(UW & Allen Institute) 77.3

Fine-Grained Gating 
(Carnegie Mellon U) 73.3

Logistic regression 51.0



SQuAD 2.0 Question 
Answering 
leaderboard 2019-02-07
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Super Bowl 50 was an American football game to 
determine the champion of the National Football 
League (NFL) for the 2015 season. The American 
Football Conference (AFC) champion Denver Broncos 
defeated the National Football Conference (NFC) 
champion Carolina Panthers 24–10 to earn their third 
Super Bowl title. The game was played on February 7, 
2016, at Levi's Stadium in the San Francisco Bay Area 
at Santa Clara, California.

Question:Which team won Super Bowl 50?

Passage



SQuAD 2.0 Question 
Answering 
leaderboard 2019-10-09
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Super Bowl 50 was an American football game to 
determine the champion of the National Football 
League (NFL) for the 2015 season. The American 
Football Conference (AFC) champion Denver Broncos 
defeated the National Football Conference (NFC) 
champion Carolina Panthers 24–10 to earn their third 
Super Bowl title. The game was played on February 7, 
2016, at Levi's Stadium in the San Francisco Bay Area 
at Santa Clara, California.

Question:Which team won Super Bowl 50?

Passage



3. What does BERT know? Observational evidence

Kevin Clark, Urvashi Khandelwal, Omer Levy, & Christopher 
Manning (BlackBoxNLP 2019 workshop at ACL 2019 best paper)

• BERT works really well and calculates clearly useful context-
dependent word representations

• Directly observe what BERT is looking at 

• We find that BERT induces a lot of structure similar to
conventional linguistic structure … because it helps predict 

26



BERT Attention Heads

• For each of many attention 
heads, for each word position, 
see where BERT pays attention

• Look at the most-attended-to 
word for each head

• How does what BERT attends 
to correspond to linguistics?



What do BERT attention heads do?
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1-1: Attend broadly (“BoW head”)                3-1: Attend to next (or prev) word 

word                    attention target



First layer heads mainly average

29



What do BERT attention heads do?
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8-7: Attend to SEP (or CLS)                     11-6: Attend to periods (or commas)         



Many heads much of the time attend to special tokens

31



Attention to [SEP] is used as a no-op when a 
feature isn’t firing

Gradient-based importance measure: how much does 
increasing attention to this token change BERT’s output?
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was

out

of

food

store

chef

The

that

ran

to

the

A sentence’s meaning is composed via its syntax tree

The chef that ran to the store was out of food
The chef that ran to the store was out of food

“the store was out of 
food” would be a valid 

sentence by itself

nsubj

det acl

prep

pobj



Does some of BERT attention resemble 
dependency syntax?

wentI to the store

wentI to the store

Take the most-attended-to 
words

Compare with dependency tree

wentI to the store

wentI to the store

nsubj prep pobj det

ROOT



A bunch of heads specialize on a syntactic relation (!)

35

Head 8-10
Direct objects attend to verbs
86.8% on dobj relation

Head 8-11
Noun modifiers (det, adj) attend 
to head noun
94.3% on det relation

Overall, a combination of these heads can give an okay dependency parser: 77 UAS
(Cf. 26 from right branching, 58 from GloVe word vecs + distance.)



BERT attention heads capture many dependency 
relations remarkably well

Relation Best head’s 
accuracy

Best baseline’s 
accuracy

ALL 35 26
pobj 76 35
det 94 52
dobj 87 40
poss 81 48
auxpass 83 41



There’s a coreference head (!)

Coreferent mentions attend to their antecedent; for not a mention words: no-op attention 85% on [SEP].
Head 5-4: 65.1% accuracy at linking to head of antecedent
Cf. vs. 69% for a 4-sieve, rule-based system (cf. Lee et al. 2011) 
choosing nearest {full string, headword, PNG match; any NP}



4. What does BERT know? Experimental evidence

Hewitt and Manning (NAACL 2019)
tl;dr
Does BERT encode syntax (dependency trees) in its contextual 
representations?
Yes, approximately
How can we tell whether its vector representations encode trees?
Using a structural probe to look at the geometry

38



Are vector spaces and trees reconcilable?

Are the vector space representations in NLP reconcilable with the 
discrete syntactic tree structures hypothesized for language?

39



Distance metrics unify trees and vectors

40



Norms unify edge directions and vectors
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Syntax geometry is quite low rank
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Visualizing and Measuring the Geometry of BERT

[Andy Coenen, Emily Reif, Ann Yuan, Been Kim, Adam Pearce, 
Fernanda Viégas, Martin Wattenberg, 2019]
https://pair-code.github.io/interpretability/bert-tree/

• What does syntax geometry look like?
• Why are trees encoded in squared vector distance?
• Geometry + structural probes for understanding BERT syntax
• Representation of word senses in BERT

60

https://pair-code.github.io/interpretability/bert-tree/


Visualizing and Measuring the Geometry of BERT
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Why are trees encoded in squared vector distance?
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You can’t isometrically embed tree distance in Euclidean space

You can encode it in a “Pythagorean embedding”

𝑓:𝑀→ℝ𝑛 is a Pythagorean embedding if for all 𝑥,𝑦∈𝑀, 𝑑(𝑥,𝑦)=‖𝑓(𝑥)−𝑓(𝑦)‖2



Final thoughts

• “Unsupervised” (self-supervised) learning is very successful here
• More so than conventional multi-task learning

• Has annotating lots of linguistic data all been a mistake?
• Language model learning exploits the richness of the task

• Deep contextual word representations have phase-shifted from 
statistical association learners to language discovery devices!
• Syntax emerges (approximately) in the geometry of BERT

• Going big stretches computational resources and energy
• And maybe also the analogy to child language acquisition?
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Thank you!

Relevant papers: 

Kevin Clark, Urvashi Khandelwal, Omer Levy, & Christopher 
Manning. 2019. What Does BERT Look At? An Analysis of BERT’s 
Attention. BlackBoxNLP.

John Hewitt and Christopher Manning. 2019. A Structural Probe 
for Finding Syntax in Word Representations. NAACL.
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